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Abstract
In this work, we propose adaptive deep learning approaches based on normalizing flows
for solving fractional Fokker–Planck equations (FPEs). The solution of a FPE is a proba-
bility density function (PDF). Traditional mesh-based methods are ineffective because of a
unbounded computation domain, a large number of dimensions and a nonlocal fractional
operator. To this end, we represent the solution with an explicit PDF model induced by a
flow-based deep generative model, which constructs a transport map from a simple distri-
bution to the target distribution. We consider two methods to approximate the fractional
Laplacian. One method is the Monte Carlo approximation. The other method is to construct
an auxiliary model with Gaussian radial basis functions (GRBFs) to approximate the solution
such that we may take advantage of the fact that the fractional Laplacian of a Gaussian is
known analytically. Based on these two different ways for the approximation of the frac-
tional Laplacian, we propose two models to approximate stationary FPEs and one model to
approximate time-dependent FPEs. To further improve the accuracy, we refine the training
set and the approximate solution alternately. A variety of numerical examples is presented to
demonstrate the effectiveness of our adaptive deep density approaches.
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1 Introduction

The fractional Fokker–Planck equations (FPEs) describe the time evolution of the probability
density function of particles driven by Lévy noise as well as Gaussian noise. Compared to
integer-order FPEs whose associated stochastic differential equations (SDEs) are only driven
by Gaussian noise, the fractional FPEs have a much wider range of applications in physics,
biology, and other fields [9, 10, 32] since more than one kind of noise is often needed to
simulate complex systems in practice. However, it is very challenging to approximate the
fractional FPEs due to the following four obstacles:

(i) The solution is a probability density function requiring vanishing boundary condition,
normality, and non-negativity.

(ii) The computational domain may be unbounded.
(iii) The fractional Laplacian operator is nonlocal.
(iv) The problem may have a large number of dimensions.

Traditional methods such as finite difference method, finite element method, spectral method
as well as path integral method [1, 6, 12, 40, 46] have been applied to approximate fractional
FPEs. Most of these methods are limited to problems of dimension one or two because the
mesh-baseddiscretization of high-dimensional problems induces unaffordable computational
cost. On the other hand, simulating the SDEs associated with the FPEs [44] needs a large
number of sample paths. Thus more efficient methods are still needed to approximate the
fractional FPEs.

Recently, deep learning techniques have shown strong vitality in solving PDEs, e.g. deep
Galerkinmethod [33], deep Ritzmethod [39] and physics-informed neural networks (PINNs)
[27]. These techniques have gained encouraging performance in many applications [2, 17,
18, 23, 26, 28, 41, 45, 48]. Meanwhile, many deep generative models such as generative
adversarial networks (GANs) [14], variational autoencoder (VAE) [21] and normalizing flow
(NF) [25, 29] have been successfully applied to learn forward and inverse SDEs [5, 22, 43,
49]. For instance, a physics-informed generative adversarial model was proposed in [42]
to tackle high-dimensional SDEs. In [16], a normalizing field flow was developed to build
surrogate models for uncertainty quantification problems. The key issue of these methods is
to convert the PDE problem into an optimization problem constrained to physical laws where
the loss function is discretized by random training points. The training points here refer to
space-time collocation points where the equations are enforced through optimization. The
choice of training points will significantly affect the final numerical accuracy especially for
unbounded problems. An adaptive sampling procedure was proposed in [11, 36] to solve
integer-order FPEs, where the training set is updated by the current approximate solution
which will be subsequently improved by the new training set. We will employ a similar
adaptive procedure to deal with fractional FPEs.

To alleviate the difficulties induced by the constraints of a probability density function
(PDF), we consider an explicit PDF model given by the normalizing flow. A normalizing
flow constructs an invertible mapping from a simple distribution to the target distribution and
results in an explicit PDF through the change of variable.We represent the solution of the FPE
via a normalizing flow. In particular, we employ KRnet [35], which has been successfully
applied to estimate high-dimensional density function and to approximate integer-order FPEs
[11, 36].

Since KRnet yields a PDF explicitly, the first difficulty is avoided naturally. What’s more,
as a generative model, KRnet can generate exact random samples efficiently, which resolves
the second obstacle because the commonly used uniform samples cannot be applied to an
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unbounded domain and are not effective for a large truncated domain. Using KRnet, we
may update the training points by new samples from the current KRnet which automatically
generates more samples in the region of high density. It is well known that automatic dif-
ferentiation brings great convenience to the approximation of PDEs. However, it only works
for the computation of integer-order derivatives. An effective method is needed to tackle the
fractional derivatives. Several approaches have been developed to discretize the fractional
derivatives when the PDE solution is modeled by neural networks. For example, a finite
difference method is applied in [24], and a direct Monte Carlo sampling approach was pro-
posed in [15]. In [3], Gaussian radial basis functions (GRBFs) were used to represent the
solution of fractional PDEs based on the fact that the fractional Laplacian of GRBFs can be
derived analytically. In this work, we will employ either the Monte Carlo sampling approach
or auxiliary GRBFs to address the fractional Laplacian operator in nonlocal FPEs.

Integrating the PDF model from KRnet, automatic differentiation for integer-order
derivatives and Monte Carlo sampling/GRBFs approach for fractional Laplacian, we have
developed two effective deep learning techniques to address the approximation of nonlocal
FPEs without requiring any labeled data. Following are the main features of our approaches:

• Our approaches are based on the explicit PDF model given by KRnet, which satisfies
naturally all the constraints of a PDF. They are different from work [47] which handles
the constraints via adding penalty terms to the loss function.

• Our approaches are extensions to the previous work [11, 36] where only FPEs with
integer-order derivatives are investigated. We have paid particular attention to how to
improve both the accuracy and efficiency when the fractional derivatives are involved.

• Being machine learning schemes, the proposed approaches are mesh-free and can be
easily applied to high dimensional problems.

The remainder of this paper is structured as follows. In Sect. 2, we present a brief descrip-
tion of the fractional FPEs. Section3 provides an adaptive density approximation scheme
for stationary fractional FPEs. In Sect. 4, we generalize the approach to deal with time-
dependent fractional FPEs. We demonstrate the effectiveness and efficiency of our adaptive
sampling approaches with several numerical experiments in Sect. 5 followed by some con-
cluding remarks in Sect. 6.

2 Problem Setup

The main aim of this work is to solve the fractional FPEs. We first give a brief introduction
to the fractional FPEs.

2.1 Fractional Fokker–Planck Equations

Consider the state variable X t modeled by the following stochastic differential equation

dX t = μ(X t , t) dt + σ (X t , t) dW t + dLα
t , (2.1)

where X t andμ(X t , t) are d-dimensional random vectors, σ (X t , t) is a d×M matrix,W t is
anM-dimensional standardWiener process and Lα

t is aα-stable Levymotionwithα ∈ (0, 2).
The probability density function (PDF) p(x, t) for X t satisfies the time-dependent FPE:

∂ p

∂t
= Lp − (−Δ)α/2 p, (2.2)
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where

Lp = −∇ · (pμ) + 1

2
∇ · ∇ · (σσT p), (2.3)

is induced by the drift and the diffusion, and the following nonlocal Laplacian operator

(−Δ)α/2 p = Cd,α P.V.

∫
Rd

p(x) − p( y)

|x − y|d+α
2

d y, (2.4)

is induced by the Levy motion, where | · |2 indicates the �2 norm of a vector and P.V. denotes
the principle value of the integral and Cd,α is a constant given by

Cd,α = 2α−1αΓ (α+d
2 )

πd/2Γ (1 − α/2)
, (2.5)

with Γ (·) being the gamma function.
In general, Eq. (2.2) is defined on Rd with the following boundary condition

p(x) → 0 as |x|2 → ∞. (2.6)

Furthermore, the solution as a probability density function should be conservative and non-
negative, i.e.,

∫
Rd

p(x, t)dx ≡ 1, and p(x, t) ≥ 0. (2.7)

In this work, we first address the numerical approximation of Eq. (2.2) when ∂t p = 0, i.e.,

(L − (−Δ)α/2)p = 0, (2.8)

and then consider the time-dependent FPE, i.e., ∂t p �= 0.

3 Stationary Fractional FPE

3.1 A Bird’s-Eye View of Proposed Approaches

As mentioned in the introduction, we resort to deep generative modeling to construct an
explicit PDF model on R

d to remove all the constraints of a PDF, which also alleviates the
curse of dimensionality. Depending on how to approximate the fractional Laplacian operator,
we will develop two approaches to solve the fractional FPE (see Table 1). In MCNF, we
approximate the fractional Laplacian by the Monte Carlo method. While in GRBNF, we
introduce an auxiliary model to represent the approximate solution with Gaussian radial
basis functions such that we may take advantage of the fact that the fractional Laplacian of
a Gaussian is known explicitly. As for the time-dependent fractional FPEs, temporal KRnet
is considered as in [11], see Sect. 4 for the definition of MCTNF.

3.1.1 MCNF

Assume that the unknown PDF p(x) is modeled byKRnet as pKRnet,θ which will be specified
in Sect. 3.2. We adopt the idea of physics-informed neural network to handle Eq. (2.8), where
the overall residuals of Eq. (2.8) at some prescribed collocation points within the computation
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Table 1 GRBF and MC indicate how to deal with the fractional Laplacian operator. NF indicates how to
obtain a solution model

Notations Methods

GRBFNF Gaussian radial basis function (GRBF) + Normalizing flow (NF)

MCNF Monte Carlo (MC) sampling + Normalizing flow (NF)

MCTNF Monte Carlo (MC) sampling + Temporal normalizing flow (TNF)

domain will be minimized. For the given training data S = {xi }NS
i=1, we define the following

loss function,

L(pKRnet,θ ):= 1

NS

NS∑
i=1

|Rθ (x
i )|2, (3.1)

where Rθ (x) is the residual

Rθ (x):=(L − (−Δ)α/2)pKRnet,θ (x). (3.2)

The optimal parameters θ∗ is given by the following optimization problem

θ∗ = argmin
θ

L(pKRnet,θ ). (3.3)

The stochastic approximation proposed in [15] is used to compute the fractional Laplacian
of pKRnet,θ , which will be specified in Sect. 3.3. Another key component of our approach is
the adaptive improvement of pKRnet,θ (see Sect. 3.5), wherein the training set S is updated
with samples from the current optimal model pKRnet,θ∗ that will be subsequently improved
by the new training set. When the convergence is reached, we expect that the samples in S
will be distributed in terms of the exact solution p(x).

3.1.2 GRBFNF

We rewrite Eq. (2.8) as

{LpKRnet,θ (x) = (−Δ)α/2 pGRBF,θ̃
(x),

pKRnet,θ (x) = pGRBF,θ̃
(x),

(3.4)

where pKRnet,θ (x) is the same as the model used for MCNF and pGRBF,θ̃
(x) is an auxiliary

model for p(x) (see Sect. 3.4). In other words,

p(x) ≈ pKRnetθ (x), p(x) ≈ pGRBF,θ̃
(x).

For a set S = {xi }NS
i=1 of collocations points within the computation domain, we consider the

following optimization problem:

(θ∗, θ̃∗
) = argmin

θ,θ̃

L̃(pKRnet,θ , pGRBF,θ̃
), (3.5)
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where the tuple (θ∗, θ̃∗
) is the minimizer of the loss function defined as

L̃(pKRnet,θ , pGRBF,θ̃
) = 1

NS

NS∑
i=1

(
LpKRnet,θ (x

i ) − (−Δ)α/2 pGRBF,θ̃
(xi )

)2

+ βm

NS

NS∑
i=1

(
pKRnet,θ (x

i ) − pGRBF,θ̃
(xi )

)2
,

(3.6)

with 0 < βm < ∞ being a penalty parameter. The main difference of GRBFNF fromMCNF
is the introduction of the auxiliary model pGRBF,θ̃

(x), which will be mainly used to sim-
plify the computation of the fractional Laplacian. More specifically, pGRBF,θ̃

(x) is a linear
combination of the Gaussian radial basis functions with centers x̃i ∈ Scenter, which corre-
sponds to a neural network with one hidden layer. The fractional Laplacian of pGRBF,θ̃

(x)

can be computed efficiently because the fractional Laplacian of a standard Gaussian is known
analytically.

3.2 The Density Model pKRnet,�

The constraints specified in Eqs. (2.6) and (2.7) on p(x) bring essential difficulties to mesh-
based numerical schemes for the approximation of the fractional FPEs. To this end, we
employ KRnet, a certain type of normalizing flow, to build an effective approximator for FPE
[11, 36].

A normalizing flow seeks an invertible mapping that corresponds to a transport map
between a specified distribution and an arbitrary one. Let Z ∈ R

d be a simple reference
random variable with a known PDF pZ, e.g., Gaussian. Let f : x → z be an invertible
mapping defined by a normalizing flow. Then the PDF of X = f −1(Z) is given by the
change of variables, i.e.,

pX (x) = pZ( f (x))

∣∣∣∣ det∇x f (x)

∣∣∣∣, (3.7)

where ∇x f (x) is the Jacobian matrix. Given observations of X, the unknown invertible
mapping can be learned through the maximum likelihood estimation.

To construct a complex bijection f , a general idea is to stack a sequence of simple
bijections, each of which is a shallow neural network, in other words, the overall mapping is
a deep neural network. Namely, the mapping f (·) can be written in a composite form:

z = f (x) = f[L] ◦ f[L−1] ◦ · · · ◦ f[1](x). (3.8)

Its inverse and Jacobian determinants are given as

x = f −1(z) = f −1
[1] ◦ · · · ◦ f −1

[L−1] ◦ f −1
[L] (z), (3.9)

| det∇x f (·)| =
L∏

i=1

| det∇x[i−1] f[i](·)|, (3.10)

where x[i−1] indicates the immediate variables with x[0] = x, x[L] = z. Many variants of
f have been proposed to enhance the expressive power and alleviate the computational cost
of Jacobian determinants at the same time [7, 8, 20]. Among them, a successful example is
KRnet [8]. We here employ a simplified KRnet, which includes affine coupling layers with
an invertible block-triangle structure and actnorm layers.
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3.2.1 Actnorm Layer: Scale and Bias Layer

We adopt the Actnorm layer LActn,[i] with data-dependent initialization proposed by Kingma
and Dhariwal [20]:

y[i] = ai � x[i] + bi , (3.11)

where ai and bi are trainable parameters. When data are available, the parameters bi and ai
can be initialized by the statistical mean and standard deviation from the data respectively.
Otherwise, we may simply initialize bi and ai as bi = 0 and ai = 1d , where 1d denotes a
d-dimensional vector whose components are all 1. After initialization, the scale and bias are
treated as regular trainable parameters that are independent of the data. The inverse can be
easily obtained via

x[i] = ( y[i] − bi )/ai , (3.12)

where the division here is applied to each corresponding component.

3.2.2 Affine Coupling Layer

Let x[i] = (x[i],1, x[i],2) be a partition with x[i],1 ∈ R
m and x[i],2 ∈ R

d−m . An affine
coupling layer LAff,[i](·) is defined as

x[i],1 = x[i−1],1,
x[i],2 = x[i−1],2 � (

1d−m + β tanh(si (x[i−1],1))
) + eζ i � tanh(qi (x[i−1],1)),

(3.13)

where |β| < 1 is a user-specified parameter (a commonly used choice is β = 0.6), si , qi :
R
m → R

d−m are scaling and translation depending only on x[i−1],1, and ζ i ∈ R
d−m is a

trainable variable. Notice that the inverse can be easily computed via:

x[i−1],1 = x[i],1,

x[i−1],2 = (x[i],2 − eζ i � tanh(qi (x[i],1))) � (
1d−m + β tanh(si (x[i],1))

)−1
.
(3.14)

The Jacobian of Eq. (3.13) can be easily computed due to the lower triangular form of
Jacob matrix. Furthermore, we can model si , qi via a neural network

(si , qi ) = NN[i](x[i−1],1). (3.15)

Note that LAff,[i](·) only changes x[i−1],2, implying that in the next affine coupling layer we
should exchange the positions of x[i],1 and x[i],2 to ensure that each component of x[i] will
be updated.

Based on the actnorm layer and affine coupling layer, our simplified KRnet can be repre-
sented by

z = fKRnet(x) = f[L] ◦ f[L−1] ◦ · · · ◦ f[1](x), (3.16)

f[i] = LAff,[i] ◦ LActn,[i], i = 1, . . . , L, (3.17)

where LAff,[i] is an affine coupling layer defined by (3.13) and LActn,[i] is an Actnorm layer
defined by (3.11).
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3.3 Stochastic Approximation of the Fractional Operator

To compute the fractional Laplacian of the pKRnet,θ (x)with α ∈ (0, 2), we apply the stochas-
tic approximation method proposed in [15].

Lemma 1 [15] Given a function u, its fractional Laplacian can be decomposed into terms
over a neighborhood Br0(x) = { y | | y − x|2 ≤ r0} around x and its complement as

(−Δ)α/2u(x) = Cd,α

( ∫
y∈Br0 (x)

u(x) − u( y)

|x − y|d+α
2

d y +
∫
y/∈Br0 (x)

u(x) − u( y)

|x − y|d+α
2

d y
)

,

(3.18)

which, if exists, takes the form

(−Δ)α/2 u(x) = Cd,α

∣∣Sd−1
∣∣ r2−α

0

2 (2 − α)
Eξ∼U(Sd−1),r1∼fI(r)[

2u(x) − u(x − r1ξ) − u(x + r1ξ)

r21

]

+ Cd,α

∣∣Sd−1
∣∣ r−α

0

2α
Eη∼U(Sd−1),r2∼fO(r)

[
2u(x) − u(x − r2η) − u(x + r2η)

]
,

(3.19)

where ξ and η are uniformly distributed on the the (d − 1)-dimensional unit sphere Sd−1,
|Sd−1| denotes the surface area of Sd−1,

fI(r) = 2 − α

r2−α
0

r1−α · 1r∈[0,r0], fO(r) = αrα
0 r

−1−α1r∈[r0,∞),

1Ω is a characteristic function and r1 and r2 can be sampled as

r1/r0 ∼ Beta(2 − α, 1), r0/r2 ∼ Beta(α, 1). (3.20)

Notice that the first expectation in Eq. (3.19) may suffer from the round-off error and give
rise to numerical instability for an extremely small r . Therefore, the following approximation
is considered in practice

Eξ ,r1

[
2u(x) − u(x − r1ξ) − u(x + r1ξ)

r21

]

≈ Eξ ,r1

[
2u(x) − u(x − rεξ) − u(x + rεξ)

r2ε

]
, (3.21)

where ξ ∼ U(Sd−1), r1 ∼ fI(r) and rε = max{ε, r1}, ε > 0 is a small positive number.
By combining the stochastic approximation for the fractional Laplacian operator and the

physics-informed neural network (3.1), along with automatic differentiation for the integer-
order derivative, we obtain the final approximation L̂(pKRnet,θ ; rε, r0) for L(pKRnet,θ ) as
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follows

L̂(pKRnet,θ ; rε, r0)

= 1

NS

NS∑
i=1

∣∣∣∣−∇ · (μpKRnet,θ )(x
i ) + 1

2
∇ · ∇ · (σσT pKRnet,θ )(x

i )

− Cd,α

∣∣Sd−1
∣∣ r2−α

0

2 (2 − α)
Eξ∼U(Sd−1),r1∼fI(r)

[
2pKRnet,θ (xi ) − pKRnet,θ (xi − rεξ) − pKRnet,θ (xi + rεξ)

r2ε

]

− Cd,α

∣∣Sd−1
∣∣ r−α

0

2α
Eη∼U(Sd−1),r2∼fO(r)

[
2pKRnet,θ (x

i ) − pKRnet,θ (x
i − r2η) − pKRnet,θ (x

i + r2η)
]∣∣∣2 .

(3.22)

3.4 The Auxiliary Density Model pGRBF,�̃

The definition of the auxiliary density model pGRBF,θ̃
is based on the following lemma [3]:

Lemma 2 Let u be a Gaussian function of the form u(x) = exp(−σ−2|x− x0|22) for x, x0 ∈
R
d . Then the fractional Laplacian of u is analytically given as

(−Δ)
α
2 u(x) = cα,d |σ |−α

1F1

(
d + α

2
; d
2

;−σ−2|x − x0|22
)

for x ∈ R
d , α ≥ 0,

(3.23)

where 1F1 denotes the confluent hypergeometric function, and

cα,d = 2αΓ
( d+α

2

)
Γ

( d
2

) .

For a set Scenter = {x̃i }Mi=1, we let

pGRBF,θ̃
(x) =

M∑
i=1

wiN (x̃i , σ 2
i I)(x), (3.24)

where 0 ≤ ωi ≤ 1 such that
∑M

i=1 ωi = 1, σi is the bandwidth at x̃i , and N denotes the
Normal distribution,

N (x̃i , σ 2
i I)(x) = (2π)−d/2σ−d

i exp

(
−|x − x̃i |22

2σ 2
i

)
. (3.25)

Here both ωi and σi can be trainable parameters, which are included in θ̃ . Using Lemma 2,
we obtain that
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(−Δ)α/2 pGRBF,θ̃
(x) =

M∑
i=1

wi (−Δ)α/2N (x̃i , σ 2
i I)(x)

= cα,dπ
−d/22− d+α

2

M∑
i=1

wi |σi |−(d+α)
1F1

(
d + α

2
; d
2

;−|x − x̃i |22
2σi 2

)
.

(3.26)

Consequently, the loss function (3.6) can be rewritten by

L̃(pKRnet,θ , pGRBF,θ̃
)

= 1

N

N∑
i=1

(
LpKRnet,θ (x

i ) − cα,dπ
− d

2 2− d+α
2

M∑
j=1

w j |σ j |−(d+α)
1F1

(
d + α

2
; d
2

;−|xi − x̃ j |22
2σ j

2

))2

+ βm

N

N∑
i=1

(
pKRnet,θ (x

i ) −
M∑
j=1

w jN (x̃ j , σ
2
j I)(x

i )
)2

,

(3.27)

where the integer-order derivatives in the operator L can be conducted via automatic differ-
entiation.

It is seen that the factional Laplacian of pGRBF,θ̃
is determined by the confluent hyperge-

ometric function 1F1(·). If we allow σi to be a trainable parameter, we need the derivative of
1F1 which is

d

dx
1F1

(
d + α

2
; d
2
; x

)
= d + α

d
1F1

(
d + α

2
+ 1; d

2
+ 1; x

)
. (3.28)

In general, it is computationally expensive to evaluate the confluent hypergeometric func-
tion. Fortunately, only the one-dimensional hypergeometric function is needed. We then
use piecewise Chebyshev polynomials to approximate the one-dimensional confluent hyper-
geometric function up to a desired accuracy, which can be done once and for all at the
preprocessing stage.

3.5 An Adaptive Strategy for the Training Process

3.5.1 Where DoWe Need Adaptivity

We pay particular attention to two components of the algorithm that are closely related to
adaptivity: one is the training set S and the other one is the auxiliary model pGRBF,θ̃

. In
MCNF, we only consider adaptivity for the training set S while in GRBFNF we address the
adaptivity for both S and the model pGRBF,θ̃

.
If the modeling capability of pKRnet,θ is sufficient, the training set S determines the

accuracy of pKRnet,θ∗ because it defines the loss function for both MCNF and GRBFNF. For
example, the loss function (3.1) can be regarded as

L(pKRnet,θ ):= 1

NS

NS∑
i=1

|Rθ (x
i )|2 ≈

∫
Rd

R2
θ (x)ρ(x)dx, (3.29)
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where xi are samples from a PDF ρ(x) with ρ(x) > 0 for any x ∈ R
d . We regard the

loss function (3.1) of MCNF as a Monte Carlo approximation of the expectation Eρ[Rθ ]
with respect to an underlying PDF ρ(x), in other words, the loss in the continuous form
corresponds to a weighted L2 norm of Rθ (x)with the weight function ρ(x). The importance
of ρ(x) is twofold: First, calculating the loss function (3.29) presents a significant challenge
due to its integration over an infinite region. It is obvious that ρ(x) cannot be uniform on
R
d . One commonly used strategy in practice is to employ uniform samples on a truncated

computation domain. Second, for a fixed sample size, the Monte Carlo approximation of
Eρ[Rθ ] has a smaller error when Rθ has a smaller variance in terms of ρ(x).

An evident option for ρ(x) is the solution p(x). This choice is driven by the intuition
that the residual in the region of higher probability holds greater significance compared
to those with lower probability density. In application problems, the solution p(x) is often
smooth but localized. The simplest way to incorporate the properties of p(x) into the training
process is to use more samples in the region of high density and fewer samples in the region
of low density. Using the nonuniform samples that are consistent with p(x) has a similar
effect to the strategy that associates each uniform sample with a weight. Apparently, for a
better approximation the weight for the sample from the region of high density should be
larger. We also note that the nonuniform samples help smooth the profile of the residual Rθ ,
which reduces the variance of Rθ , implying that the Monte Carlo approximation of Eρ[Rθ ]
is improved through variance reduction. A better approximation of Eρ[Rθ ] will eventually
reduce the statistical or estimator error of the approximate solution pKRnet,θ∗ [37]. Since
p(x) is unknown, we may sample its approximation pKRnet,θ∗ to form a new training set S.
This suggests an adaptive solver for pKRnet,θ , where we update S and pKRnet,θ∗ alternately.
Depending on the assumption on p(x), more sophisticated adaptive sampling strategies may
be needed. For example, if p(x) is discontinuous, sampling p(x) may not be sufficient since
it does not take into account the discontinuity. We leave this for future study.

The auxiliary model pGRBF,θ̃
as an alternative representation of pKRnet,θ can be regarded

as a kernel density estimator (KDE) since pKRnet,θ is a PDF. Given a set of samples {xi }, a
general adaptive multivariate KDE takes the form [38],

p̂(x) = 1

N

N∑
i=1

KH i (x − xi ), (3.30)

where H i is the bandwidth matrix and KH i = |H i |−1K (H−1
i x) rescales a kernel function

K (x). Due to Lemma 2, we choose K (x) as a standard multivariate Gaussian and H i = hi I
with hi being the bandwidth shared by all dimensions. The main difference between pGRBF,θ̃
and a kernel density estimator is that the points in Scenter may not be samples from the
probability density function to be approximated. This is why pGRBF,θ̃

in Eq. (3.24) has

variable coefficients wi while the KDE in Eq. (3.30) has a constant coefficient 1
N . Since

pGRBF,θ̃
∗ ≈ pKRnet,θ∗ , we expect that Scenter has a data distribution that is consistent with

pKRnet,θ∗ .When pKRnet,θ∗ is updated adaptively, the set Scenter should be updated accordingly
for a more effective representation of pGRBF,θ̃

∗ . As N → ∞, the KDE is simply the Monte
Carlo simulation. However, for a GRBF approximation with a relatively small number of
basis functions, varyingwi rather than the constant 1

N yields better performance. Once a new
Scenter is specified, a straightforward idea to update the parameters of GRBFs is to project
pKRnet,θ∗ onto the new space spanned by the Gaussian radial basis functions with updated
centers.
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3.5.2 Adaptivity of MCNF

We propose the following adaptive sampling strategy to update the training set S. The initial
collocation points in S are drawn from a uniform distribution in an area determined by our
prior knowledge of p(x). Then we solve the optimization problem (3.24) via the Adam
optimizer to obtain the optimal θ∗, which corresponds to an NF mapping fθ∗,0 and a PDF
pKRnet,θ∗,0(x). We subsequently update S using samples from pKRnet,θ∗,0(x). To be precise,

we sample the latentGaussian randomvariable Z, and use the samples of X = (
fθ∗,0

)−1
(Z) to

form the new training set S1.With S1,we start a new round of training to update pKRnet,θ∗,0(x).
We repeat this procedure until the maximum iteration number is reached. This strategy can
be concluded as follows.

1. Generate an initial training set with samples uniformly distributed in Ω0 ⊂ R
d :

S0 = {xi,0}NS
i=1 ⊂ Ω0, xi,0 ∼ Uniform Ω0.

2. Train the KRnet by minimizing the loss function (3.22) with training data S0 and hyper-
parameters rε and r0 to obtain θ∗,0.

θ∗,0 = argmin
θ

L̂(pKRnet,θ ; rε, r0).

3. Generate samples from pKRnet,θ∗,0(·) to get a new training set S1 = {xi,1}NS
i=1, and set

S0 = S1. Notice that xi,1 can be obtained by transforming the prior Gaussian samples
via the inverse temporal normalizing flow,

zi,1 ∼ N (0, I), xi,1 = (
fθ∗,0

)−1
(zi,1).

4. Repeat steps 2-3 for Nadaptive times to get a convergent approximation.

The algorithm for MCNF is presented in Algorithm 1 and the corresponding flow chart is
depicted in Fig. 1. Mini batches are used to accelerate the training process. Since the initial
training points are uniformly distributed, we only expect that pKRnet,θ∗,0(x) could capture
the main behavior of the exact solution p(x), which implies that a relatively small number
of epochs is enough. As the convergence is being established by the adaptive procedure,
we expect that pKRnet,θ∗,i (x) could capture more details of p(x) as the iteration number i
increases, which implies that the number of epochs may increase accordingly. We introduce
a hyper-parameter γ in Algorithm 1 to represent the growth rate of epoch number for each
adaptivity iteration.

3.5.3 Adaptivity of GRBFNF

Compared to MCNF, we need to address the adaptivity for both S and the auxiliary model
pGRBF,θ̃

. The training set S follows the same adaptive procedure as in MCNF. We here focus
on the adaptivity for the auxiliarymodel. Depending on the prior knowledge, the initial center
set Scenter will be formed by uniform samples in a certain area. After pKRnet,θ∗,0 is obtained,
Scenter will be updated by samples from pKRnet,θ∗,0 . To continue the training process with the
updated S and Scenter, we need to reinitialize the weights {wi } and the bandwidths {σi } for
the GRBFs of the auxiliary model, which will be done by solving a least-square problem.
Reinitialization of the GRBFs.Once pKRnet,θ∗,k is obtained for the k-th adaptivity iteration,
we sample it to update the training set from Sk to Sk+1 and GBRF centers from Scenter,k to
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Algorithm 1MCNF
Input: maximum epoch number Ne , maximum iteration number Nadaptive, fractional order α, hyper-

parameter rε , r0, γ , initial training data S = {xi }NS
i=1, tolerance ε1, ε2;

Lold = 0;
for k = 0, · · · , Nadaptive do

for j = 1, · · · , Ne do
Divide S into m batch {Sib}mib=1 randomly;
for ib = 1, · · · ,m do

Compute the loss function (3.22) L̂ib(pKRnet,θ ; rε , r0) for mini-batch data Sib and order α;
Update θ by using the Adam optimizer;

Lnew = 1
m

∑m
ib=1 L̂

ib(pKRnet,θ ; rε , r0);
if Lnew < ε1 or |Lold − Lnew | < ε2 then

Break;
else

Lold = Lnew ;
Ne = γ ∗ Ne;
Sample from pKRnet,θ (·) and update training set S;

Output: The predicted solution pKRnet,θ (x).

Fig. 1 Flow chart of MCNF

Scenter,k+1. The new auxiliary model is defined as

p
GRBF,θ̃

k+1(x) =
M∑
i=1

wi N (x̃k+1
i , σ 2

i Id)(x), x̃k+1
i ∈ Scenter,k+1. (3.31)

and initialized as

{wnew,i , σnew,i }Mi=1 = argmin
wi ,σi

Loss

= argmin
wi ,σi

1

NSk+1

NSk+1∑
j=1

(p
GRBF,θ̃

k+1(x j ) − pKRnet,θ∗,k (x j ))2,

(3.32)

where the Adam optimizer is used to solve the above optimization problem. After initializa-
tion, both the weights {wi } and the bandwidths {σi } are trainable.

This strategy can be concluded as follows.
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1. Generate initial training sets S and Scenter with samples uniformly distributed in a certain
physical domain:

S0 = {xi,0}NS
i=1 ⊂ Ω0, xi,0 ∼ Uniform Ω0,

Scenter,0 = {x̃0i }Mi=1 ⊂ Ω0, x̃0i ∼ Uniform Ω0.

2. Train the KRnet by minimizing the loss function (3.27) with training data S0 to obtain

θ∗,0 and θ̃
∗,0

, i.e.,

{θ∗,0, θ̃
∗,0} = argmin

θ,θ̃

L̃(pKRnet,θ , pGRBF,θ̃
).

3. Generate samples with pKRnet,θ∗,0 to get a new training set S1 = {xi,1}Nr
i=1, and a new

center set Scenter,1 = {x̃1i }. Notice that xi,1 and x̃1j can be obtained by transforming the
prior Gaussian samples via the inverse normalizing flow.

zi,1 ∼ N (0, I), xi,1 = (
fθ∗,0

)−1
(zi,1),

z̃1j ∼ N (0, I), x̃1j = (
fθ∗,0

)−1
( z̃1j ).

4. Project pKRnet,θ∗,0 onto the new GRBF space by solving the problem (3.32). Set S0 =
S1, Scenter,0 = Scenter,1.

5. Repeat steps 2-4 for Nadaptive times to get a convergent approximation.

The algorithm for GRBFNF is summarized in Algorithm 2, and a flow chart is given in Fig. 2.

Algorithm 2 GRBFNF
Input:maximum epoch number Ne , maximum iteration number Nadaptive, fractional order α, hyper param-

eter γ , initial training data S = {xi }Ni=1, center set Scenter = {x̃i }Mi=1, tolerance ε1, ε2;
Lold = 0;
for k = 0, · · · , Nadaptive do

for j = 1, · · · , Ne do
Divide S into m batch {Sib}mib=1 randomly;
for ib = 1, · · · ,m do

Compute the loss function (3.27) L̃ib(pKRnet,θ , pGRBF,θ̃
) for mini-batch data Sib and fractional

order α;
Update θ , θ̃ using the Adam optimizer;

Lnew = 1
m

∑m
ib=1 L̃

ib(pKRnet,θ , pGRBF,θ̃
);

if Lnew < ε1 or |Lold − Lnew | < ε2 then
Break;

else
Lold = Lnew ;

Ne = γ ∗ Ne;
Sample from pKRnet,θ (·) and update the training set S, Scenter;
Update pGRBF,θ̃

by solving the optimization problem (3.32).

Output: The predicted solution pKRnet,θ (x).

4 Time-Dependent Fractional FPEs

The procedure is overall similar to the stationary case if we can address the time-dependent
problems on a space-time domain. Considering that the update of GRBF centers cannot
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Fig. 2 Flow chart of GRBFNF

be straightforwardly generalized to the space-time domain, we only generalize MCNF for
time-dependent FPEs in this work.

Given training sets St = {(xi , t i )}Nt
i=1 and Sic = {(xiic, p0(xiic))}Nic

i=1 with (x, t) ∈ R
d ×

[0, T ], we define the following loss function

LT (pKRnet,θ (x, t)):= 1

Nt

Nt∑
i=1

∣∣Rθ (x
i , t i )

∣∣2 + βD

Nic

Nic∑
i=1

∣∣pKRnet,θ (xiic, 0) − p0(xiic)
∣∣2, (4.1)

where p0(·) is an initial distribution, βD is a weight parameter to balance the governing
equation loss and the initial condition loss, and the residual Rθ (x, t) is defined as

Rθ (x, t):=(∂t − L + (−Δ)α/2)pKRnet,θ (x, t). (4.2)

The optimal parameter θ∗ can be obtained via solving the following optimization problem:

θ∗ = argmin
θ

LT (pKRnet,θ ). (4.3)

Note that pKRnet,θ (x, t) depends on both x and t , meaning that the corresponding KRnet is
a time-independent normalizing flow.

4.1 Time-Dependent Density Model

The time-dependent PDF pKRnet,θ (x, t) can be regarded as a conditional PDF pKRnet,θ (x|t),
which can be achieved by making the affine coupling layer time dependent. Let x[i] =
(x[i],1, x[i],2) be a partition with x[i],1 ∈ R

m and x[i],2 ∈ R
d−m . We define a time-dependent

coupling layer TAff,[i](·, t) as follows:
x[i],1 = x[i−1],1,
x[i],2 = x[i−1],2 � (

1d−m + β tanh(si,t (x[i−1],1, t))
) + eζ i � tanh(qi,t (x[i−1],1, t)),

(4.4)

where the only difference from the affine coupling layer defined in Sect. 3.2.2 is that si,t and
qi,t include t as their inputs such that

(si,t , qi,t ) = NN[i],t (x[i−1],1, t). (4.5)
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Based on the Actnorm layer and time-dependent affine coupling layer, our simplified
time-dependent KRnet can be represented by

z = fKRnet,θ (x, t) = f[L] ◦ f[L−1] ◦ · · · ◦ f[1](x, t), (4.6)

f[i] = TAff,[i] ◦ LActn,[i], i = 1, . . . , L, (4.7)

where TAff,[i] is a time-dependent affine coupling layer defined by Eq. (4.4) and LActn,[i] is
an Actnorm layer defined by Eq. (3.11). For any t , we obtain an explicit condition PDF from
Eq. (4.6):

pKRnet,θ (x, t) = pKRnet,θ (x|t) = pZ( fKRnet,θ (x, t))
∣∣∇x fKRnet,θ (x, t)

∣∣ . (4.8)

Also note that for any t , (−Δ)α/2 pKRnet,θ (x, t) canbe approximatedusing the sameprocedure
given in Sect. 3.3.

One commonly used strategy to enhance the effectiveness and robustness of the algorithm
is to integrate some physical constraints explicitly into the algorithm [4, 30, 31, 34]. We
here propose a simple modification for the affine coupling layer such that pKRnet,θ (x, t) may
satisfy the initial condition exactly without introducing a penalty term in the loss function.

Modified affine coupling layer. To include the initial condition, we consider a modified
affine coupling layer TAff′,[i](·, t) as follows
x[i],1 = x[i−1],1,
x[i],2 = x[i−1],2 � (

1d−m + β tanh(t si,t (x[i−1],1, t))
) + eζ i � tanh(t qi,t (x[i−1],1, t)).

where si,t , qi,t are modeled by neural network (4.5) and the only modification is the scaling
of si,t and qi,t with time t . Therefore TAff′,[i] is an identity when t = 0. Replacing f[i] with
TAff′,[i] in Eqs. (4.6) and (4.8) we obtain the following expression for t = 0,

z = fKRnet,θ (x, 0) = x or pKRnet,θ (x, 0) = pZ(x). (4.9)

If we choose the prior pZ(z) the same as the initial distribution p0(z), the initial condition
is satisfied exactly.

4.2 Adaptive Procedure of MCTNF

We initialize St,0 = {(xi,0, t i,0)} using uniform samples from a space-time domain Ω0 ×
[0, T ], where Ω0 is a finite volume, and specify Sic,0 = {(xi,0ic , p0(x

i,0
ic ))}. Then we solve

the optimization problem (4.3) to obtain the optimal θ∗,0. After that we update the training
sets St,0 and Sic,0 using samples from pKRnet,θ∗,0(x, t). To be precise, we sample temporal

points {t i,1} from a uniform distribution on (0, T ]. For each t i,1, we sample a latent normal
random variable Z to obtain a sample xi,1 of X = f −1

KRnet,θ∗,0(Z, t i,1). We then form St,1 =
{(xi,1, t i,1)}. Sic,1 = {xi,1ic } can be obtained via the same procedure by letting t = 0, i.e.

xi,1ic = f −1
KRnet,θ∗,0(z

i , 0). We then continue the training process with St,1 and Sic,1. The
procedure is repeated after the second training is done. Such a strategy can be concluded as
follows.

1. Generate initial training sets using uniform samples on Ω0 × (0, T ] where Ω0 ∈ R
d and

|Ω0| < ∞:

St,0 = {(xi,0, t i,0)}Nt
i=1, t i,0 ∼ Uniform(0, T ], xi,0 ∼ Uniform Ω0,

Sic,0 = {(xi,0ic , p0(x
i,0
ic ))}, xi,0ic ∼ Uniform Ω0.
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2. Train the temporal KRnet by solving the optimization problem (4.3) with training data
St,0, Sic,0 to obtain the optimal parameters θ∗,0:

θ∗,0 = argmin
θ

LT (pKRnet,θ (x, t)).

3. Generate temporal samples from a uniform distribution on (0, T ] and spatial samples by
conditioning on t using the distribution pKRnet,θ∗,0(x|t) to obtain St,1, Sic,1.

St,1 = {(xi,1, t i,1)}Nt
i=1, t i,1 ∼ Uniform(0, T ], xi,1 ∼ pKRnet,θ∗,0(x|t = t i,1),

Sic,1 = {(xi,1ic , p0(x
i,1
ic ))}, xi,1ic ∼ pKRnet,θ∗,0(x|t = 0).

Set St,0 = St,1, Sic,0 = Sic,1.
4. Repeat steps 2-3 for Nadaptive times to get a convergent approximation.

Our algorithm for solving time-dependent fractional FPEs is given in Algorithm 3.

Algorithm 3MCTNF
Input: maximum epoch number Ne , maximum iteration number Nadaptive, fractional order α, hyper-

parameter rε , r0, βD , initial training data St = {(xi , t i )}Nt
i=1, Sic = {(xiic, p0(xiic))}

Nic
i=1, CT = {t ir }Nri=1 ∪

{0}Nic
i=1, tolerance ε1, ε2;

Lold = 0;
for k = 0, · · · , Nadaptive do

for j = 1, · · · , Ne do
Divide St , Sic into m batches {Sibt }mib=1, {Sibic }mib=1 randomly;
for ib = 1, · · · ,m do

Compute the loss function LT (pKRnet,θ ) for mini-batch data Sibt , Sicic and fractional order α;
Update θ using the Adam optimizer;

Lnew = 1
m

m∑
ib=1

LT (pKRnet,θ );

if Lnew < ε1 or |Lold − Lnew | < ε2 then
Break;

else
Lold = Lnew ;

Ne = γ ∗ Ne;
Sample from t ∼ Uniform([0, T ]) and pKRnet,θ (x|t) to update the training sets St , Sic;

Output: The predicted solution pKRnet,θ (x, t).

5 Numerical Experiments

In this section, we present a series of comprehensive numerical tests to demonstrate the effec-
tiveness of the proposed algorithms. To quantitatively evaluate the accuracy of the numerical
solution pKRnet,θ , we shall consider both the relative L2 error ‖p∗ − pKRnet,θ‖2/‖p∗‖2 and
the relative Kullback–Leibler (KL) divergence given by

DKL(p∗||pKRnet,θ )
H(p∗)

= Ep∗ [log(p∗/pKRnet,θ )]
−Ep∗ [log p∗] ,
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where E denotes the expectation and p∗ the ground truth. We approximate the above relative
L2 error as follows,∥∥p∗ − pKRnet,θ

∥∥
2∥∥p∗∥∥

2

≈
(∫

Ω̃
(p∗(x) − pKRnet,θ (x))2dx

)1/2
(∫

Ω̃
(p∗(x))2dx

)1/2

≈
(∑N

i=1(p
∗(xi ) − pKRnet,θ (xi ))2

)1/2
(∑N

i=1 p
∗(xi )2

)1/2 .

Note that the computational domain is unbounded. To numerically compute the above error,
we truncate the unbounded domain to Ω̃ such that

∫
Ω̃

p∗(x)dx ≥ 0.9. And {xi }Ni=1 are
obtained from a uniform grid of nodes when the dimension, d , is equal to 2. In this case,
we set N to a value such that the mesh size along each spatial dimension is 0.04. For higher
dimensions, d > 2, {xi }Ni=1 are chosen from a uniform distribution and N is set to 106.
Similarly, we also approximate the above relative KL divergence byMonte Carlo integration,
i.e.,

DKL(p∗||pKRnet,θ )
H(p∗)

≈
∑Nv

i=1

(
log p∗(xi ) − log pKRnet,θ (xi )

)
−∑Nv

i=1 log p∗(xi )
.

Here xi is drawn from the ground truth p∗(x), and the amount of validation data is set to
Nv = 106. For time-dependent problems, we obtain the relative L2 error and the relative KL
divergence according to the aforementioned formulas for each given t .

We shall employ hyperbolic tangent function (tanh) as the activation function. For each i ,
NN[i] (see 3.15) is a feed forward neural network with two hidden layers. We use a half-half
partition x[i] = (x[i],1, x[i],2), where x[i],1 ∈ R

�d/2� and x[i],2 ∈ R
d−�d/2� unless specified.

We initialize all trainable parameters using Glorot initialization [13]. For the training proce-
dure, we use the Adam optimizer [19]. All numerical tests are implemented with Pytorch.

5.1 FPE with Only Fractional Laplacian

We start with a toy example with only the fractional Laplacian term. Consider the following
2D equation

⎧⎨
⎩

(−Δ)α/2 p(x) = f (x), x ∈ R
2,∫

R2
p(x)dx = 1, p(x) ≥ 0,

(5.1)

where f (x) = − 1
2π B(2, α)2− α

2 σ−(2+α)
1F1(

2+α
2 ; 1;−‖x−μ‖22

2σ 2 ), B(d, α) = 2αΓ ((α+d)/2)
Γ (d/2) .

The true solution is p(x) = 1
2πσ 2 exp(−‖x−μ‖22

2σ 2 ). We take α = 1,μ = (1, 1), σ = 2.
For the NF, we take 8 affine coupling layers each with 32 hidden neurons. The initial

training set is generated via the uniformly distributed points in the range [0, 6]2. Note that
Ep[1[0,6]2 ] ≈ 0.5, meaning that we have only used about 50% information about the effective
domain of the target distribution, whereEp indicates the expectation with respect to p(x) and
1Ω is an indicator function for Ω ⊂ R

2. The sample size is 5000, and the batch size is 1024.
Both MCNF and GRBFNF methods are applied. For MCNF, the number of Monte Carlo
samples used to approximate the fractional Laplacian is 100, with r0 = 4 and rε = 0.01. The
initial learning rate is 0.001 with halving decay every 100 steps. For GRBFNF, the number of
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Fig. 3 FPE with only fractional Laplacian. Left: training loss. Middle: the relative L2 error. Right: the relative
KL divergence

Fig. 4 Different adaptive frequencies for MCNF. The initial learning rate is 0.0001 with halving decay after
1500 epochs. Left: training loss. Middle: the relative L2 error. Right: the relative KL divergence

basis functions is 100 and the initial center points of the basis functions are generated from a
uniform distribution on [0, 6]2. The learning rate is 0.01 with halving decay every 300 steps.

We first discuss the training strategy of MCNF and GRBFNF by adjusting the adaptive
frequency of training. We present the training loss, relative L2 error and relative KL diver-
gence for different adaptive frequencies in Fig. 3. For MCNF method, following the current
learning rate decay strategy, increasing the adaptive frequency leads to improved outcomes.
However, for GRBFNF method, the adaptivity should not be activated until the current mod-
els is well trained, otherwise, the loss may be stuck in the transition period induced by the
re-initialization of current models. On the other hand, in the case of MCNF, if we reduce the
decay rate of the learning rate and set the initial learning rate to 0.0001 with halving decay
after 1500 steps, our observation from Fig. 4 reveals that increasing the adaptive frequency
appropriately can lead to expedited convergence. Moreover, it is noteworthy that there is
minimal discernible difference in final accuracy across different adaptive frequencies.

Next, we focus on two experiments to investigate how adaptivity works. Specifically, for
MCNF, we consider 599 adaptivity iterations, with 5 epochs per iteration. And for GRBFNF,
we choose 2 adaptivity iterations with increasing epochs, 500 epochs in the first iteration,
1000 epochs in the first adaptivity iteration and 2000 epochs in the second adaptivity iteration.
The time costs of MCNF and GRBFNF are 64min, and 46min respectively. The training
points as well as the center points of the basis functions for different adaptivity iteration
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Fig. 5 Distribution of training samples at different adaptivity iteration numbers in MCNF. From left to right
and from top to bottom, k = 0, 1, 2, 4, 29, 249

Fig. 6 Adaptivity of GRBFNF for the training set and the centers of GRBF basis functions

numbers are presented in Figs. 5 and 6. One can clearly observe that the training points and
center points of the basis functions become increasingly closer to the ground truth as the
iteration number increases, showing the effectiveness of the adaptive sampling scheme.

What’s more, we compare our adaptive methods with non-adaptive methods in Fig. 7. It
can be seen that the accuracy of adaptive algorithm is higher than that of the non-adaptive
algorithm, especially for GRBFNF. The computational area of the non-adaptive method is
always [0, 6]2, which certainly affects the performance outside this area. That is to say, the
numerical solution can approximate the ground truth well inside a predetermined area while
failing to capture the information outside this area especially when the prior knowledge is
not enough to design a suitable computational area. We drawn the ground truth in Fig. 8.
The comparison between the predicted solution and the exact solution is presented in Fig. 9,
from which we can clearly observe that the non-adaptive methods show larger errors outside
the computational area [0, 6]2. On the other hand, our methods update the training points
adaptively, which can effectively alleviate the limitation of a fixed computational area. Both
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Fig. 7 Comparison between adaptive and non-adaptive methods. Top row: MCNF. Bottom row: GRBFNF.
Left: training loss. Middle: relative L2 error. Right: relative KL divergence

Fig. 8 The reference solution of
FFP with only the fractional
Laplacian term

the solutions of MCNF and GRBFNF yield excellent agreement with the exact solution. The
relative L2 error and the relative KL divergence with different adaptivity iteration numbers
are also provided in Fig. 10. The relative L2 error of GRBFNF is smaller than that of MCNF
while the relative KL divergence of GRBFNF is larger than that of MCNF.

Finally, we take [−3, 3]2 to replace the above initial sampling area [0, 6]2 and repeat the
experiments to test the performance ofMCNFandGRBFNF for fractional FPEswith different
fractional orders α. A total of 199 adaptivity iterations are carried out, with each iteration con-
sisting of 5 epochs. The results are presented in Fig. 11, where we also display the accuracy of
theMonteCarlo samplingmethod to compute the associated fractional Laplacian. The numer-

ical error of approximating the fractional Laplacian is defined by
∑

i |(−Δ)
α
2 [p](xi )−M[p](xi )|2∑

i |(−Δ)
α
2 [p](xi )|2

whereM[p] denotes the numerical approximation. BothMCNF and GRBFNF achieve good
agreement with the ground truth for α = 0.5, 1, 1.5, 1.8.
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Fig. 9 Comparison between the predicted solutions and the reference solutions. Top row: numerical solution.
Bottom row: Absolute error between the numerical solution and the exact solution

Fig. 10 Convergence behavior of MCNF and GRBFNF. Left: training loss. Middle: relative L2 error. Right:
relative KL divergence

5.2 Bimodal Distribution

To test the performance of MCNF and GRBFNF in handling a bimodal distribution, we
consider ⎧⎨

⎩
∇ · (g(x)p(x)) + 0.05Δp(x) − (−Δ)α/2 p(x) = f (x), x ∈ R

2,∫
R2

p(x)dx = 1, p(x) ≥ 0,
(5.2)

where g(x) = 0.2x,

f (x) = 1

5π
∇ · (

exp(−2‖x − 12‖22)
)

− 1

π
B(2, α)2

α
2

(
1F1

(
2 + α

2
; 1;−2‖x‖22

)
+ 1F1

(
2 + α

2
; 1;−2‖x − 12‖22

))
.

The true solution is

p(x) = 1

π

(
exp

( − 2‖x‖22
) + exp

( − 2‖x − 12‖22
))

.

For the NF, we take L = 8 affine coupling layers each with 32 hidden neurons. The initial
training set is generated via uniformly distributed points in [−3, 3]2. The sample size is 5000
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Fig. 11 Error decay of MCNF and GRBFNF for different α in terms of the number of MC samples and GRBF
basis functions

and the batch size is set to 1024. Both MCNF and GRBFNF are applied. For MCNF, the
number of the samples used to approximate fractional Laplacian is 100, r0 = 0.3, rε =
0.0001. 799 adaptivity iterations with 5 epochs for each adaptivity iteration are conducted.
The initial learning rate is 0.001with 80% decay every 3000 steps. For GRBFNF, the number
of the basis functions is 100 and the initial center points of the basis functions are generated
from a uniform distribution in the area [−3, 3]2. 2 adaptivity iterationswith increasing epochs
are conducted for this problem, i.e. 500 epochs for the initial iteration, 1000 epochs for the
first adaptivity iteration, and 2500 epochs for the second iteration. The learning rate is 0.01
with halving decay every 300 steps, and it is reset to 0.005 after each adaptivity step.

We also applyMCNF and GRBFNF without adaptivity to solve this problem. The relative
L2 error and the relative KL divergence are provided in Fig. 12, which once again verifies
the strength of the adaptive methods. Although in this example, the unknown PDF is mainly
concentrated in the initial sampling area which is different from the previous example, uni-
form samples used by non-adaptive methods fail to yield an accurate approximation, and the
adaptive sampling may improve the results by at least one order of magnitude. The exact
solution is presented in Fig. 13. The comparison between the predicted solution and the exact
solution is presented in Fig. 14. Both MCNF and GRBFNF can approximate the exact solu-
tion well. The training loss, the relative L2 error, and the relative KL divergence are presented
in Fig. 15. GRBFNF shows better performance than MCNF in this example.
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Fig. 12 Convergence behavior of MCNF and GRBFNF with and without adaptive sampling. Left: training
loss. Middle: relative L2 error. Right: relative KL divergence

Fig. 13 The ground truth of
bimodal distribution

5.3 High Dimensional Fractional Fokker–Planck Equations

In this part, we consider a high-dimensional FPE.

⎧⎨
⎩

∇ · (g(x)p(x)) + Δp(x) − (−Δ)α/2 p(x) = f (x), x ∈ R
d ,∫

R2
p(x)dx = 1, p(x) ≥ 0.

(5.3)

where g(x) = x−μ

σ 2 , the corresponding analytic solution is

p(x) = N (μ,Σ) = 1

(2π)d/2σ d
exp

(
−1

2
(x − μ)TΣ−1(x − μ)

)
. (5.4)
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Fig. 14 Comparison between the predicted solutions and the reference solutions. Top row: numerical solution.
Bottom row: Absolute error between the numerical solution and the exact solution

Fig. 15 Convergence behavior of MCNF and GRBFNF for the bimodal distribution case. Left: training loss.
Middle: relative L2 error. Right: relative KL divergence. The unit of time is second

We take d = 4, 6, 8, μ = 1d and Σ = σ 2 Id , where Id is a d-dimensional identity matrix
and σ = 2.

For high-dimensional problems, the PDF and the associated loss function may be too
small, which results in numerical underflow issues. For the sake of numerical stability, we
magnify the solution by multiplying a large enough constant C . Thus Cp satisfies

∂(Cp)

∂t
= L(Cp) − (−Δ)α/2(Cp). (5.5)

Actually, the values of C used here are 1 for d = 4, 10 for d = 6 and 200 for d = 8.
For the NF, we take L = 8 affine coupling layers with 64 hidden neurons. The initial

training set is generated via uniformly distributed points in [−3, 5]d . The sample size is
50000. The batch size is set to 4096. We employ MCNF for solving this problem. GRBFNF
is harder to train in high-dimensional cases since its structure ismore complex. The number of
samples used to approximate the fractional Laplacian is 200, with r0 = 0.3 and ε = 0.0001.
We take a half-half partition here. For d = 4, 6, 99 adaptivity iterations with 20 epochs for
each adaptivity iteration are conducted. The learning rate is 0.001 with halving decay every
300 steps. For d = 8, 19 adaptivity iterations with 200 epochs for each adaptivity iteration are
conducted. The learning rate is 0.001 with halving decay every 1000 steps. The comparisons
between the MCNF solutions and the true solutions are presented in Figs. 16, 17, 18, all of
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Fig. 16 MCNF for a 4-dimensional problem, where the first two dimensions are plotted with x3 = x4 = 1.
Predicted solution versus the reference solution. Left: exact solution. Middle: prediction. Right: absolute error

Fig. 17 MCNF for a 6-dimensional problem, where the first two dimensions are plotted with x3 = x4 =
x5 = x6 = 1. Predicted solution versus the reference solution. Left: exact solution. Middle: prediction. Right:
absolute error

Fig. 18 MCNF for the 8-dimensional problem, where the first two dimensions are plotted at x3 = x4 =
· · · = x8 = 1. Predicted solution versus the reference solution. Left: exact solution. Middle: prediction. Right:
absolute error

which show great performance of our approach. We also present the relative L2 error and the
relative KL divergence in Fig. 19.

5.4 Time-Dependent Fractional FPE: Cauchy Distribution

We consider the following stochastic process,

dXt = dLα
t , α = 1. (5.6)

For d = 2, the corresponding fractional Fokker–Planck equation is⎧⎨
⎩

∂ p

∂t
= −(−Δ)α/2 p, α = 1,

p(x, 0) = p0(x).

(5.7)
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Fig. 19 Convergence behavior of MCNF for high-dimensional FPEs. Left: d = 4. Middle: d = 6. Right:
d = 8

Fig. 20 The predicted solutions versus the reference solutions for MCTNF at t = 0, 0.5, 1

For the initial condition p0(x) = 1
2π(1+‖x‖22)3/2

, the solution of Eq. (5.7) is p(x, t) =
t+1

2π
(
(t+1)2+‖x‖22

)3/2 , where x ∈ R
2 and t ∈ [0, 1].

For the NF, we take L = 8 affine coupling layers with 32 hidden neurons. The initial
spatial samples are drawn from a uniform distribution in [−3, 3]2, and temporal samples are
generated from a uniform distribution in [0, 1]. The sample size is 100000, and the batch
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Fig. 21 The relative L2 errors of
MCTNF

Fig. 22 Comparison between the original MCTNF and the modified MCTNF. Left: training loss. Middle:
realtive L2 error. Right panel: relative KL divergence

size is set to be 4096. For MCNF, the number of samples used to approximate the fractional
Laplacian is 100 with r0 = 1 and rε = 0.01. 99 adaptivity iterations with 5 epochs for each
adaptivity iteration are conducted. The initial learning rate is 0.001 with halving decay every
100 steps. One can observe a good agreement between the predicted solutions and the ground
truth from the Fig. 20. The relative L2 error and the relative KL divergence against time t for
different adaptive iterations are also provided in Fig. 21, which indicates the effectiveness of
adaptivity. We present the comparison of the relative error between the original MCTNF and
modified MCTNF in Fig. 22. The modified MCTNF indeed improves the approximation. It
is worth mentioning that the numerical error seems to increase as time progresses. We will
investigate this issue in the subsequent work.

6 Conclusions

We have proposed flow-based adaptive algorithms for solving fractional FPEs. The core idea
is to model the unknown PDF by a normalizing flow which yields an explicit PDF model
as well as the corresponding exact random samples. For stationary FPEs, we proposed two
methods: MCNF and GRBFNF. It is usually hard to choose a suitable computational area
for unbounded problems. Our methods alleviate this difficulty by adaptively updating the
training points. We train the MCNF model or GRBFNF model with current training points,
and generate new training points using the current approximate solution. Then the training
sets and the solution approximation are updated alternately. For time-dependent FPEs, we
proposedMCTNF, where wemodified the affine coupling layer to satisfy the initial condition
exactly to improve the accuracy. Our approaches are validated by numerical experiments for
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both stationary and time-dependent FPEs. Compared to non-adaptive methods, both MCNF
and GRBFNF may improve the accuracy by at least one order of magnitude. From the
numerical results, GRBFNF appeals to bemore suitable for low-dimensional problems, while
MCNF demonstrates greater flexibility for high-dimensional problems. The main difference
between MCNF and GRBFNF is how the fractional Laplacian is approximated. MCNF uses
the Monte Carlo approximation, whereas GRBFNF relies on the GRBF approximation of
the solution. GRBFNF is more effective for low-dimensional problems since the GRBF
approximation is a linear model. MCNF performs better for high-dimensional problems
because of the weak dependence of the Monte Carlo method on dimensionality. However, to
further reduce the statistical error of the MC approximation of the fractional Laplacian, we
may consider variance reduction techniques, which will be left for future study.
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